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This article focuses on how the EU’s Artificial 
Intelligence Act (AI Act)1 regulates generative 

AI, which the AI Act refers to as General-Purpose AI 
(GPAI) Models.

The AI Act generally relies on a risk-based 
approach. This means that different requirements apply 
depending on the level of risk. GPAI models, how-
ever, are a separate category and are subject to spe-
cific requirements. These requirements were not part 
of the European Commission (Commission) proposal 
in April 2021 but were inserted in the course of the 
legislative process due to the popularity of generative 
AI tools since 2022.

The obligations for providers of GPAI models will 
apply from August 2, 2025. Transparency obligations for 
AI-generated content, deepfakes, and AI-generated or 
manipulated text will apply from August 2, 2026.

WHAT IS A GPAI MODEL?
Most of the provisions of the AI Act deal with “AI 

systems.” AI models are a component of an AI system 
and are the engines that drive the functionality of AI 
systems. AI models require the addition of further 
components, such as a user interface, to become AI 
systems.

While the AI Act generally does not subject AI mod-
els to legal obligations, it defines “GPAI model” as an AI 
model that:

(1) Displays significant generality;

(2) Is capable of competently performing a wide range 
of tasks; and

(3) Can be integrated into a variety of downstream sys-
tems or applications.

AI models used for research, development, or proto-
typing activities before market release are not covered 
under the AI Act.
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OBLIGATIONS OF “PROVIDERS” OF 
GPAI MODELS

The AI Act includes several obligations of providers of 
GPAI models, i.e., companies that develop such models 
with a view to placing them on the EU market or put-
ting them into service in the EU under their own name 
or trademark, whether for payment or free of charge.

Providers of GPAI models are required to comply 
with the following obligations.

• Technical Documentation for Authorities. Providers must 
draft and keep up to date the technical documenta-
tion of the model, including its training and testing 
process and the results of its evaluation. Providers 
must share this information with the Commission’s 
AI Office and the national competent authorities 
upon request.

○ General Description. The technical documenta-
tion must include a general description of the 
GPAI model, including the tasks that the model 
is intended to perform and the type and nature 
of AI systems in which it can be integrated; the 
acceptable use policies; the date of release and 
methods of distribution; the architecture and 
number of parameters; the modality (e.g., text, 
image) and format of inputs and outputs; and the 
license.

○ Specific Description. The technical documenta-
tion must also include a detailed description of 
the elements of the GPAI model and relevant 
information on the process for its development, 
including the technical means required for the 
GPAI model to be integrated in AI systems; the 
design specifications of the model and training 
process; information on the data used for train-
ing, testing, and validation; the computation 
resources used to train the model; and known or 
estimated energy consumption by the model.

○ Changes and Specifications. The Commission may 
amend and specify the information that needs to 
be provided in the technical documentation.

• Documentation for Downstream Providers of AI Systems. 
Providers must draft, keep up to date, and make 
available information and documentation on the 
capabilities and limitations of the AI model to sup-
ply to downstream providers. Such information 

must be broadly similar to the information men-
tioned above. Deployers, i.e., companies that use 
AI under their authority in the course of their 
professional activities, must take appropriate tech-
nical and organizational measures to ensure they 
use high-risk AI systems that integrate GPAI sys-
tems in accordance with the downstream provider’s 
instructions for use.

• Copyright. Providers must establish a policy to com-
ply with EU law on copyright and related rights, 
including the EU’s Copyright Directive.2

• Information About Content Used for Training Purposes. 
Providers must draft and publish a sufficiently 
detailed summary about the content used for train-
ing their AI model, according to a template provided 
by the AI Office.

• Cooperation. Providers must cooperate as necessary 
with the Commission and the national competent 
authorities.

• EU Representative. A provider must appoint a repre-
sentative within the EU if it does not have an estab-
lishment there.

○ The representative must be appointed by written 
mandate before placing the GPAI model on the 
EU market.

○ The representative will manage the technical 
documentation relevant to its AI model and 
provide the AI Office and national competent 
authorities, upon a reasoned request, with all 
the information and documentation necessary 
to demonstrate the provider’s compliance with 
its obligations. The representative can also be 
addressed, in addition to or instead of the pro-
vider, by the AI Office or the national competent 
authorities, on all issues related to ensuring com-
pliance with the AI Act.

OBLIGATIONS OF PROVIDERS OF 
“FREE AND OPEN-LICENSE GPAI 
MODELS”

Free and open-license AI models only have to com-
ply with the copyright and training requirements men-
tioned above. This exception does not apply if the AI 
model bears a systemic risk (see below).
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OBLIGATIONS FOR PROVIDERS OF 
“GPAI MODELS WITH SYSTEMIC 
RISK”

A GPAI model bears systemic risk if the provider 
or the Commission determines that it has high-impact 
capabilities – having a significant impact on the EU mar-
ket due to the model’s reach or due to actual or reason-
ably foreseeable negative effects on public health, safety, 
public security, fundamental rights, or society as a whole 
– that can be propagated at scale across the value chain. 

• A GPAI model is presumed to have high-impact 
capabilities where the cumulative amount of com-
putation used for training a GPAI model is greater 
than 10^25 FLOPs. The Commission may amend 
this threshold and supplement benchmarks and indi-
cators for this threshold to reflect the state of the 
art. Providers must notify the Commission without 
delay and in any event within two weeks of discovery. 
Providers may present arguments that despite reach-
ing the AI Act’s threshold, their models do not pres-
ent systemic risks due to their specific characteristics.

• The Commission may also consider that a GPAI 
model has high-impact capabilities, taking into 
account various criteria, including the number 
of parameters of the model; the quality or size of 
the data set; the amount of computation used for 
training the model; the input and output modali-
ties of the model; the benchmarks and evaluations 
of capabilities of the model; wither the model has 
a high impact on the EU internal market due to its 
reach; and the number of registered end users. The 
Commission may amend these criteria.

In addition to the obligations mentioned above, pro-
viders of GPAI models with systemic risk are also sub-
ject to the following requirements.

• Model Evaluations. Providers must perform model 
evaluations in accordance with standardized proto-
cols and tools reflecting the state of the art, including 
conducting and documenting adversarial testing of 
the model with a view to identifying and mitigating 
systemic risks.

• Risk Mitigation. Providers must assess and mitigate 
possible systemic risks at the EU level.

• Incident Reporting. Providers must track, document, 
and report serious incidents and possible correc-
tive measures to the AI Office and relevant national 
authorities.

• Cybersecurity. Providers must ensure an adequate 
level of cybersecurity protections for the model and 
its physical infrastructure.

CODES OF PRACTICE

The AI Office will encourage and facilitate the 
drawing up of codes of practice at the EU level by May 
2025. If a code of practice cannot be either finalized by 
August 2025 or is deemed inadequate by the AI Office, 
the Commission may provide common rules for the 
implementation of providers’ obligations.

• Drafting. The AI Office may invite providers of GPAI 
models to participate in the drawing-up of codes of 
practice. Other relevant stakeholders (e.g., civil soci-
ety, industry, academia) may support the process.

• Monitoring. The AI Office will ensure that participants 
in the codes of practice report regularly to the AI 
Office on the implementation of the commitments 
and the measures taken and their outcomes. The AI 
Office and the EU AI Board – the umbrella body that 
brings together, among others, the national compe-
tent authorities and the AI Office – will also regularly 
monitor and evaluate the achievement of the objec-
tives of the codes of practice. The AI Office may invite 
all providers of GPAI models to adhere to the codes 
of practice. The Commission may approve a code of 
practice and give it general validity within the EU.

• Tools for Compliance. Providers of GPAI models 
(with systemic risk) may rely on codes of practice to 
demonstrate compliance with their obligations until 
a harmonized standard is published. Compliance 
with European harmonized standards grants provid-
ers the presumption of conformity. Providers that do 
not adhere to an approved code of practice or do not 
comply with a European harmonized standard will 
need to demonstrate alternative adequate means of 
compliance for assessment by the Commission.

GENERAL OBLIGATIONS 
REGARDING AI-GENERATED 
CONTENT

In addition to imposing the above requirements 
for providers of GPAI models, the AI Act also imposes 
transparency requirements for AI-generated content.

• Obligations of Providers

○ AI-Generated Content. Providers of AI systems 
generating synthetic audio, image, video, or text 
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content must ensure that their systems’ outputs 
are marked in a machine-readable format and 
detectable as artificially generated or manipu-
lated. This does not apply to AI systems that per-
form an assistive function for standard editing or 
that do not substantially alter either the input 
data or the semantics provided by deployers.

○ Chatbots. Providers must ensure that AI systems 
intended to directly interact with natural per-
sons, such as chatbots, are designed and devel-
oped in such a way that individuals are informed 
that they are interacting with an AI system. This 
requirement does not apply where this is obvi-
ous for reasonably well-informed, observant, and 
circumspect individuals, taking into account the 
circumstances and the context of use.

• Obligations of Deployers

There are specific obligations for deployers.

○ Deepfakes. Businesses using deepfakes in the 
course of a professional activity must disclose 
that the content has been artificially generated 
or manipulated.

○ Text. Deployers of AI systems that generate or 
manipulate text published to inform the public 
on matters of public interest must disclose that the 
text has been artificially generated or manipulated. 
This does not apply where the text has undergone 
a process of human review or editorial control, 
and where a natural or legal person holds editorial 
responsibility for the publication of the content.

ENFORCEMENT AND FINES

The Commission’s AI Office will be responsible 
for enforcing the AI Act’s provisions for providers of 
GPAI models. However, national competent authorities 
remain competent vis-à-vis providers and deployers.

• Providers of GPAI Models. The AI Office may impose 
on providers of GPAI models administrative fines of 
up to €15 million or up to 3% of their total world-
wide annual revenue for the preceding financial 
year, whichever is higher, if they intentionally or 
negligently infringed the obligations listed above; 
fail to comply with an AI Office’s request for a 
document or for information, or supply incorrect, 
incomplete, or misleading information; fail to com-
ply with the measures requested by the AI Office; or 
fail to make available to the AI Office access to the 
GPAI model (with systemic risk) for the purposes 
of its evaluation.

• Downstream Providers and Deployers of GPAI Models. 
National competent authorities remain responsible 
for ensuring compliance of downstream providers 
and deployers of GPAI models with the transparency 
requirements mentioned above. Noncompliance 
with these requirements is subject to administrative 
fines of up to €15 million or up to 3% of the oper-
ator’s total worldwide annual revenue for the pre-
ceding financial year, whichever is higher.

Notes
 1. https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?  

uri= OJ:L_202401689.

 2. https://eur-lex.europa.eu/eli/dir/2019/790/oj.
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