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What Are High-Risk Artificial 
Intelligence Systems Within 
the Meaning of the European 
Union’s Artificial Intelligence 
Act and What Requirements 
Apply to Them?
Martin Braun, Anne Vallery, and Itsiq Benizri*

In this article, the authors focus on the identi�cation of “high-risk AI systems” 
under the EU’s arti�cial intelligence law and the requirements applying to 
such systems.

The overall risk-based approach of the EU’s artificial intel-
ligence law (the AI Act)1 means that, depending on the level of 
risk, different requirements apply. In total, there are four levels 
of risk:

1. Unacceptable, in which case AI systems are prohibited; 
2. High risk, in which case AI systems are subject to extensive 

requirements, including regarding transparency; 
3. Limited risk, which triggers only transparency require-

ments; and 
4. Minimal risk, which does not trigger any obligations. 

Identifying High-Risk AI Systems

Article 6 of the AI Act describes the thresholds that lead to an 
AI system being “high risk.” Either such system meets the crite-
ria in Article 6(1) AI Act, or it falls into a category referred to in 
Article 6(2) AI Act.



430 �e Global Regulatory Developments Journal [1:429

Article 6(1) AI Act

An AI system will be considered high-risk if two cumulative 
conditions are fulfilled:

1. �e AI system is intended to be used as a safety compo-
nent of a product (or is a product) covered by speci�c 
EU’s harmonization legislation listed in Annex I of the 
AI Act. �is list contains more than 30 Directives and 
Regulations, examples include legislation regarding the 
safety of toys, vehicles, civil aviation, li�s, radio equip-
ment, and medical devices; and

2. �e same harmonization legislation mandates that the 
product, which incorporates the AI system as a safety 
component, or the AI system itself as a standalone prod-
uct, must undergo a third-party conformity assessment 
before being placed on the EU market or put into service 
within the European Union.

Article 6(2) AI Act—Specific List

In addition, the AI Act contains, in its Annex III, a list of AI 
systems that must be considered high risk. This list currently con-
tains AI systems in eight different categories. Examples include, 
subject to specific conditions and exemptions, biometrics, critical 
infrastructures, education and vocational training, employment, 
workers management, and access to self-employment. The Euro-
pean Commission (EC) has the power to amend this list.

The AI systems identified in Annex III will not be considered 
high risk if they do not pose a significant risk of harm to individu-
als’ health, safety, or fundamental rights, including by not materi-
ally influencing the outcome of decision-making. This exemption 
applies where one of the following conditions is met: 

■ �e AI system is intended to perform a narrow procedural 
task; 

■ �e AI system is intended to improve the result of a previ-
ously completed human activity; 

■ �e AI system is intended to detect decision-making pat-
terns or deviations from prior decision-making patterns 
and is not meant to replace or in�uence the previously 
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completed human assessment without proper human 
review; or

■ �e AI system is intended to perform a preparatory task 
to an assessment relevant for the purposes of the use cases 
that are listed as high risk.

However, the exemption never applies if the AI system performs 
profiling of natural persons. Profiling is defined by reference to 
Article 4(4) of the General Data Protection Regulation as any form 
of automated processing of personal data consisting of the use of 
personal data to evaluate certain personal aspects relating to a 
natural person, in particular to analyze or predict aspects concern-
ing that natural person’s performance at work, economic situation, 
health, personal preferences, interests, reliability, behaviour, loca-
tion, or movements.

If a provider considers that an AI system benefits from the 
exemption, it must document its assessment before placing that 
system or putting it into service in the European Union. The pro-
vider must also register the system in an EU database for high-risk 
AI systems set up and maintained by the EC. 

The EC will provide guidelines no later than 18 months from 
the date of entry into force of the AI Act to specify the practical 
implementation of classification rules for high-risk AI systems, 
including the conditions for exceptions.

Requirements for High-Risk AI Systems

High-risk AI systems must comply with a significant number of 
requirements, considering their intended purposes, the generally 
acknowledged state of the art, and the risk management system put 
in place. The applicable requirements are as follows:

■ Risk Management System. High-risk AI systems require a 
risk management system running throughout the entire life 
cycle of the system. �e objective is to identify foreseeable 
risks to health, safety, or fundamental rights when the sys-
tem is used in accordance with its intended purpose and to 
adopt appropriate and targeted measures to address those 
risks; to estimate and evaluate the risks that may emerge 
when the system is used in accordance with its intended 
purpose, and under conditions or reasonably foreseeable 
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misuse; and to evaluate other risks possibly arising based 
on a post-market monitoring analysis. Importantly, the 
risk management system only concerns risks that may be 
reasonably mitigated or eliminated through the develop-
ment or design of the high-risk AI system, or the provision 
of adequate technical information.

■ Data and Data Governance. �e training, validation, and 
testing data used to develop high-risk AI systems must 
be subject to appropriate data governance and manage-
ment practices appropriate for the intended purpose of 
the system.

■ Examples include relevant design choices; appropriate 
data collection processes; relevant data preparation 
processing operations, such as annotation, labelling, 
cleaning, updating, enrichment, and aggregation; the 
formulation of relevant assumptions; prior assessment of 
the availability, quantity, and suitability of the data sets 
needed; examination in view of possible biases likely to 
a�ect individuals’ health and safety, negatively impact 
fundamental rights, or lead to discrimination prohibited 
under EU law; appropriate measures to detect, prevent, 
and mitigate those biases; and identi�cation of relevant 
data gaps or shortcomings that prevent compliance, and 
how they can be addressed. 

■ Training, validation, and testing data sets must be rel-
evant, su�ciently representative, and to the best extent 
possible, free of errors and complete in view of the 
intended purpose. �ey must have the appropriate sta-
tistical properties, including, where applicable, as regards 
the persons or groups of persons in relation to whom 
the high-risk AI system is intended to be used. �ose 
characteristics of the data sets may be met at the level 
of individual data sets or at the level of a combination 
thereof. In addition, data sets must consider, to the extent 
required by the intended purpose, the characteristics or 
elements that are particular to the speci�c geographi-
cal, contextual, behavioral, or functional setting within 
which the AI system is intended to be used. 

■ For AI systems that are not developed based on AI 
model training, those requirements only apply to the 
testing data sets.
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■ Technical Documentation. Technical documentation for 
high-risk AI systems must be drawn up before placing the 
system or putting it into service in the European Union. 
Such documentation must demonstrate that the system 
complies with the requirements set out in the AI Act. 

■ �e AI Act provides a list of the minimum informa-
tion that the technical documentation must include, 
such as a description of the system, its elements and 
the process for its development; information about the 
monitoring, functioning, and control of the system; 
a description of the appropriateness of the perfor-
mance metrics for the system; a description of the 
risk management system; the relevant changes made 
by the provider through the life cycle of the system; 
the technical standards applied; the declaration of 
conformity; and the system in place to evaluate the 
system performance.

■ Small and medium-sized enterprises, including 
start-ups, may provide the elements of the technical 
documentation in a simpli�ed manner. �e EC will 
publish a simpli�ed form to that end. 

■ Recordkeeping. High-risk AI systems must allow for the 
automatic recording of events (logs) over their lifetime. �e 
objective is to ensure the traceability of the functioning of 
the system that is appropriate to its intended purpose. To 
that end, logging capabilities must enable the recording of 
events relevant for identifying situations that may result in 
the system presenting a substantial modi�cation or having 
the potential to adversely a�ect individuals’ health, safety, 
or fundamental rights to a degree that goes beyond that 
considered reasonable and acceptable in relation to its 
intended purpose, or under normal or reasonably foresee-
able conditions of use; facilitating post-market monitoring; 
and monitoring the operation of the systems deployed by 
�nancial institutions. 

■ Transparency and Provision of Information to Deployers. 
Deployers must be provided with su�ciently transparent 
information to interpret the system’s output and use it 
appropriately. �e system must be accompanied by instruc-
tions for use in an appropriate digital format or otherwise 
that include concise, correct, and clear information that is 



434 �e Global Regulatory Developments Journal [1:429

relevant, accessible, and comprehensible. �e instructions 
for use must contain at least the following information: 
the providers’ identity and contact details; the system 
characteristics, capabilities, and limitations of performance; 
changes to the system and its performance; human over-
sight measures; the computational and hardware resources 
needed; and, where relevant, the mechanisms included 
within the system that allows users to properly collect, 
store, and interpret the logs.

■ Human Oversight. High-risk AI systems must be designed 
and developed in such a way that they can be e�ectively 
overseen by humans. Human oversight must aim at 
preventing or minimizing the risks to health, safety, or 
fundamental rights that may emerge when a high-risk AI 
system is used in accordance with its intended purpose 
or under conditions of reasonably foreseeable misuse. �e 
oversight measures must be commensurate to the risks, 
level of autonomy, and context of use. 

■ Human oversight must be achieved through at least 
one of the following types of measures:

■ Measures identi�ed and built, when technically 
feasible, into the system by the provider before it 
is placed on the EU’s market or put into service 
in the European Union; 

■ Measures identi�ed by the provider before plac-
ing the system on the market or putting it into 
service in the European Union and that are 
appropriate to be implemented by the deployer.

■ Individuals to whom oversight is assigned must be 
able, as appropriate and proportionate to the circum-
stances, to:

■ Properly understand the relevant capacities 
and limitations of the system and monitor its 
operations, including in view of detecting and 
addressing anomalies, dysfunctions, and unex-
pected performance;

■ Remain aware of the possible tendency of auto-
matically relying or over-relying on the output 
produced by the system;

■ Correctly interpret the system’s output;
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■ Decide not to use the system or otherwise disre-
gard, override, or reverse the system’s output; and

■ Intervene in the operation of the system or 
interrupt it through a “stop” button or a similar 
procedure that allows the system to come to a 
halt in a safe state. 

■ Accuracy, Robustness, and Cybersecurity. High-risk AI 
systems must be designed and developed in such a way 
that they achieve an appropriate level of accuracy, robust-
ness, and cybersecurity, and perform consistently in those 
respects throughout their life cycle. �e EC will encourage 
the development of benchmarks and measurement meth-
odologies to that e�ect.

■ �e levels of accuracy and the relevant accuracy 
metrics must be declared in the instructions of use.

■ High-risk systems must be as resilient as possible 
regarding errors, faults, or inconsistencies that may 
occur within the system or the environment in which 
it operates.

■ High-risk AI systems that continue to learn a�er being 
placed on the market or put into service must be 
developed in such a way as to eliminate or reduce as 
far as possible the risk of possibly biased outputs in�u-
encing input for future operations (feedback loops), 
and as to ensure that any such feedback loops are 
duly addressed with appropriate mitigation measures.

■ High-risk AI systems must be resilient against attempts 
by unauthorized third parties to alter their use, out-
puts, or performance by exploiting system vulner-
abilities. �e technical solutions aiming to ensure 
the cybersecurity of high-risk AI systems must be 
appropriate to the risks and circumstances.

Notes
* �e authors, attorneys with Wilmer Cutler Pickering Hale and Dorr 

LLP, may be contacted at martin.braun@wilmerhale.com, anne.vallery@
wilmerhale.com, and itsiq.benizri@wilmerhale.com, respectively.

1. https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=OJ:L_
202401689. 
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